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ABSTRACT 

A new phase-field model of fission gas bubble evolution was developed and applied to gain 
an improved understanding of the microstructure-level processes leading to fission gas release 
from nuclear fuel and to inform improvements to the fission gas release model used in BISON. 
The phase-field model simulates the evolution of multiple fuel grains and intergranular bubbles 
simultaneously, tracks the local concentration of vacancies and gas atoms, and includes the 
effect of hydrostatic gas pressure on the surrounding fuel matrix. T his represents the most 
realistic microstructure-level model of fission gas bubbles developed to date. T he model was 
used to simulate the growth of grain face and grain edge bubbles in a hexagonally periodic 3D 
grain structure, which contains multiple grain boundaries and triple junctions. T he coverage 
of grain boundaries and t riple junctions by fission gas bubbles was calculated as a function of 
time. Preliminary results suggest that grain edge bubbles do not release a significant amount 
of gas prior to gas release by grain face bubbles, which supports the assumptions of the fission 
gas release model currently used in BISON. However , the simulations should be improved by 
including a physically realistic number of grain edge bubbles in the initial conditions before 
definitive conclusions can be drawn. 

iv 



CONTENTS 

F IGURES 

1 Introduction 

2 P hase- field m o d el of fission gas bubble evolution 
2.1 Grand potential functional . .. . .. . .. . .. . . 
2.2 Chemical energy contribution and parameterization . 
2.3 Interfacial energy and parameterization 
2.4 E lastic energy and parameterization 
2.5 Evolution equations . .. . . 

3 P hase- field Simulation R esu lt s 
3.1 Initial Conditions . . . . . . . 
3.2 Microstructural evolution . . 
3.3 Grain boundary coverage and triple junction coverage 

4 Discussion 

5 Conclus ions 

6 R eferences 

v 

V I 

1 

3 
3 
4 
6 
7 
8 

12 
12 
12 
12 

16 

17 

18 



FIGURES 
1 Scanning electron micrograph of grain edge tunnels. . . . . . . . . . . . . . . . . . . 1 
2 Left, Gibbs triangle representation of composition of the U lattice sites. R ight, 

Helmholtz free energy of the gas phase. . . . . . . . . . . . . . . . . . 6 
3 Evolution of microstructure with s~ = 5s~. T he grain boundaries are shown in 

semitransparent blue and the gas bubbles are shown in yellow. . . . . . . . . . . . . 13 
4 Evolution of grain boundary coverage and trijunction coverage as a function of time, 

for varying vacancy source strength s~ . (T he microstructural images shown in F ig-
ure 3 correspond to the data in F igure 4c - 4d.) . . . . . . . . . . . . . . . . . . . . . 15 

vi 



Figure 1: Scanning electron micrograph of grain edge tunnels [l ]. 

1 Introduction 
During operation of commercial light water reactors, fission of nuclear fuel results in the formation of 
a variety of fission products within the fuel matrix. Bubbles of low-solubility fission products, such 
as the noble gases Xe and Kr, nucleate when gas concentration becomes sufficiently high. Bubbles 
that form at grain faces (grain boundaries) or grain edges (triple junctions) present a particular 
concern for operation of light water reactors. As these bubbles grow in size, they eventually form 
a percolated network. When this network becomes connected to a free surface, the fission gas 
contained in the bubbles is released to the free volume of the fuel-cladding gap and plenum. The 
release of the fission gases degrades the thermal conductivity of the fuel-cladding gap, leading to 
higher fuel centerline temperatures and thus a reduced margin to fuel relocation/ melting in accident 
scenarios. The increase in pressure due to fission gas release also accelerates the degradation of 
the mechanical properties of the cladding. Due to the negative consequences of fission gas release 
on fuel performance, a thorough understanding of the mechanisms leading to fission gas release is 
crucial to ensuring safe operation of commercial light water reactors (LWRs). 

The release of fission gas occurs in three stages. In Stage 1, gaseous fission products are 
produced in the fuel matrix and are transported by diffusion to grain boundaries. In Stage 2, grain 
face bubbles nucleate and grow on grain boundaries, beginning to interconnect with each other and 
with grain edges when their size becomes large enough. At the same time, bubbles nucleate, grow, 
and begin to interconnect on grain edges. In Stage 3, a percolated network of triple junctions is 
formed, creating tunnels that connect to the fuel outer surface. When percolated grain faces connect 
to this percolated grain edge network, the gas contained in the grain face bubbles is released. An 
example of such tunnels formed at grain edges is shown in Figure 1. 

Models for the evolution of fission gas bubble microstructure and release processes have been 
developed in the past using analytical [2, 3, 4, 5, 6] and computational [7, 8, 9, 10, 11, 12] methods. 
However, due to the complexity of the microstructures formed during Stage 3, few of these models 
have attempted to include the effects of grain edge bubbles and the need for a percolated pathway 
to the surface for fission gas release to occur. In spite of past efforts in simulating fission gas 
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bubble evolution and fission gas release at the microstructural level, INL's engineering-scale fuel 
performance code, BISON, currently uses an empirical criteria for fission gas release; when the 
grain boundary fraction coverage reaches 0.5 at any position, the gas at that location is released to 
the free space between the fuel and cladding [13]. 

In this work, we apply a phase-field model to investigate the percolation of fission gas bubbles 
along grain edges. The phas&field model explicitly represents the microstructure of multiple grains 
and the bubble phase, and thus is well-suited to study the simultaneous evolution of grain face 
bubbles and grain edge bubbles. Here, we apply a recently developed multi-phase, multi-order 
parameter, multi-component phase model based on an extension of the grand-potential formulation 
originally developed by P lapp [14]. Within this model, we have also implemented a new approach 
to including the hydrostatic gas pressure exerted by the bubbles on the surrounding fuel matrix, 
which allows the effects of gas pressure on microstructural evolution to be included. 

To simulate multiple grains, triple junctions, grain face bubbles, and grain edge bubbles simul-
taneously, large-scale 3D simulations are required, so the phas&field model must be highly efficient. 
The model allows the removal of the bulk energy contribution to interfacial energy, allowing in-
creased interface thickness to be used. The increased interface thickness allows the use of a coarser 
mesh, improving computational efficiency. The model is implemented using the MOOSE fram& 
work, allowing use of the framework 's inherent capabilities for adaptive meshing, adaptive time 
stepping using implicit schemes, and parallelization [15]. By applying this model to a polycrys-
talline microstructure with both grain face bubbles and grain edge bubbles, the evolution of grain 
edge and grain face coverage can be simultaneously calculated. Comparing the grain face and grain 
edge coverage as a function of time will allow the determination of a correlation between the two 
that will be used to inform the development of a more physically-based fission gas release model 
for BISON. 
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2 Phase-field model of fission gas bubble evolution 

The microstructure of the fuel consists of multiple grains of U0 2 fuel, intragranular gas bubbles, 
and intergranular gas bubbles. Because intragranular bubbles do not connect to free surfaces, they 
do not contribute directly to fission gas release. However, the trapping and resolution of fission 
gas atoms may affect the effective mobility of the gas atoms. For computational efficiency, we do 
not explicitly include intragranular bubbles in this model, instead encompassing their effect in the 
diffusion coefficient of gas atoms. In the phase-field model, the microstructure is represented with 
a set of order parameters. For a microstructure consisting of p grains, the individual grains of the 
fuel matrix are represented by a set of order parameters 'T/ml, 'T/m2, . .. , 'T/mp· Each fission gas bubble 
is crystallographically indistinguishable from the others, so the bubbles are represented by a single 
order parameter 'T/bO· Within grain i of the fuel, 'T/mi = 1, 'T/mj = 0 Vj =/:- i, and 'T/bO = 0. Within the 
bubble phase, 'T/bO = 1 and 'T/mj = 0 Vj . 

In addition to the local crystal structure, the local concentration of defect species is also needed 
to describe the microstructure. We assume that the dominant defect species are U vacancies and 
fission gas atoms on U lattice sites. Both U vacancies and interstitials are produced by collision 
cascades; however, interstitials are much more mobile and therefore diffuse to sinks much more 
rapidly than vacancies. Therefore, there is a net formation of vacancies which can be represented 
by a source term for net vacancy production. For fission gas atoms on U lattice sites, the formation 
of bubbles is driven by the low-solubility Xe and Kr atoms. We assume that the properties of the 
fission gas atoms can be described by the properties of Xe atoms on U sites, since Xe production 
occurs at a rate nearly ten times that of Kr [16]. T he density of vacancies and gas atoms are 
represented by variables Pv and Pg, respectively, with units of number of defects per unit volume. 
These quantities can be converted to the local composition (mole fraction) c of the U lattice using 
c = pVa, where Va is the atomic volume occupied by a U atom in the U0 2 crystal structure. Va 
was calculated to be 0.0409 nm3 by dividing the unit cell volume of 0.164 nm3 (calculated from the 
lattice constant of 0.547 nm [17]) by 4 U atoms in the unit cell. 

2.1 Grand potential functional 
To derive the evolution equations for the microstructure, the total grand potential n of the system 
is written as a function of the local grand potential density: 

(1) 

where a and /3 are indices for phases, i and j index grains of each phase, Po. and P{3 are the number 
of grains of phase a and /3, mis a constant free energy barrier coefficient, K. is the gradient energy 
coefficient (considered to be independent of interface orientation and misinclination here) , and the 
set of parameters /o.if3j allows the adjustment of interfacial energies between phases and grains. Wo. 
is the local grand potential density of each phase, and ho. is an switching function for phase a that 
has value ho. = 1 in phase a and ho. = 0 in all other phases. The switching function was introduced 
in Ref. [18] and has the form 

" Pa 2 
h _ wi= 1 'T/o.i 

a. - "' "'Pf3 2 
L.Jf3 wi= l 'Tlf3i 
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For the matrix and bubble phases, the switching functions reduce to 

"'p 2 
h _ L.li= l T/mi 

m - p 2 
T/bO + I:i=l T/mi 

T/bO 
hb = p 2 

T/bO + I:i=l T/mi 
The grand potential density for each phase is given by 

(3) 

(4) 

(5) 

(6) 
where lm and lb are the Helmholtz free energies of each phase and µ9 and µv are the chemical 
potentials of the gas atoms and vacancies, respectively. The Helmholtz free energies are given by 

lm = lm,chem + lm,el 

lb = lb,chem + lb,el 

(7) 

(8) 
where lm chem and lb chem are the chemical energy contributions and lm el and lb el is the elastic , , , , 
energy contributions. 

2.2 Chemical energy contribution and parameterization 
The bulk chemical free energy density of the matrix phase, lm,chem , is considered first . The solid 
phase free energy is parameterized using the approach of Ref. [ll]. Assuming that the chemical 
energy of the matrix can be approximated as an ideal solution, the Helmholtz free energy density 
is written 

1 
lm,ideal = v.{ RT[ev lnev + (1 - Cv) ln (1 - ev)] + NAE[ev 

m (9) 
+RT[c9 lnc9 + (1 - c9 )1n(l - c9 ) ] +NAE£c9 } 

where Vm is the molar volume, R is the ideal gas constant, Vm = VaNA , NA is Avogadro's number, 
E[ is the formation energy of a U vacancy, and EE is the formation (incorporation) energy of a 
gas (Xe) atom on a U lattice site. As in Ref. [ll], we assume Et = 3 eV and Et = 3 eV, and 
use T = 1200 K as a temperature representative of LW R operation (numerical parameters are 
summarized in Table 1). To simplify the numerical solution of the governing equations, lm,ideal 
was approximated with a parabolic function: 

1 1 
f = - km(c _ cm,eq)2 + - km(c _ cm,eq)2 m,chem 2 v v v 2 g g g (10) 

where k~ and k-;i are the curvatures of the parabolas and ~,eq and c-;i•eq are the equilibrium 
composition of vacancies and gas atoms in the U0 2 matrix. The equilibrium compositions are 
determined from the formation energies and temperature using ~,eq = exp (- Et / ksT) and c-;i•eq = 
exp (- Et / ksT) . The curvatures of the parabolas are set by assuming that at the steady-state 
vacancy composition during reactor operation, c~ , the chemical potential determined from the 
parabolic approximation is equal to the chemical potential of the ideal solution model. Since 

_ a f _ a f ac _ v, a f 
µ - 8p - ac 8p - a ac ' 

Va{) l m,chem I = Va{) l m,ideal I 
0Cv ~ 0Cv ~ 

4 

(ll) 



This leads to an expression for k-;i, assuming c~ = 0.01 as in Ref. [ll]: 

m 1 [RT o o NAE£] 11 3 kv = (c~ _ ~,eq) Vm [lncv - ln(l - cv)J + Vm = 4.81X10 J /m (12) 

We also assume c~ = 0.01 as in Ref. [ll], and thus k-;i = k-;i . 
T he bulk chemical free energy density of the gas bubble phase, fb,chem, is considered next. The 

bubble phase is considered to be a mixture of vacancies and gas atoms with no U atoms present. For 
intergranular bubbles, it is assumed that the bubbles are not overpressurized relative to equilibrium, 
so their composition can be determined from the condition of chemical equilibrium. The bubble 
phase can be treated as a van der Waals gas [16], in which the gas atoms are assumed to have a 
hard-sphere exclusion volume characterized by the parameter b. For Xe, b = 0.085 nm3 /atom [16]. 
(Due to the high density of Xe atoms in bubbles, the long-range attractive interactions in the van 
der Waals gas are neglected.) The chemical free energy density of the bubble phase is given by the 
Helmholtz free energy density of a van der Waals gas: 

(13) 

where ng is the number density of gas atoms, nQ = ( ~~81r) 
312 

is the quantum concentration, m 

is the mass of a Xe atom, and f 0 is an offset to ensure that the solid and gas free energies are 
measured relative to the same reference state. ng can be put in terms of relevant problem variables 
using ng = cgnu (where nu = I/Va is the number density of U atoms in the U02 lattice) as long as 
Cv + cg = 1 holds. fo is determined by setting the gas and solid phase free energies equal when they 
are in the same reference state, which is chosen to be the state in which all U sites are occupied 
by vacancies. In this case, Eq. 9 yields fm,ideal(Cv = l,cg = 0) = Et/Va = 1.17 x 1010 J/m3 for the 
solid phase. By setting fm,ideal(Cv = l,cg = 0) = fb,vdW(Cv = l,cg = 0), Jo = 1.17 x 1010 J/m3 . 

T he free energy of the gas phase can be more easily understood by considering the Gibbs triangle 
representing the composition of U lattice sites in Figure 2. The corners of the triangle represent 
100% U atoms, vacanices, and Xe atoms, and are labeled accordingly. The corner corresponding 
to 100% vacancies is the reference state for measuring the solid and gas phase free energies, as 
discussed in the previous paragraph. Along the edge linking the Xe and Vac corners, no U is 
present, so Cv + Cg = 1. T hus, along that edge, the Helmholtz free energy of the gas phase is given 
by Eq. (13) . A plot of Eq. (13) along that edge is also shown in Figure 2. 

As seen in Fig. 2, fb ,vdW increases dramatically when Cg > 0.49. T his occurs as ;t
9 

- b approaches 
0, and corresponds physically to the density at which the volume occupied by a Xe atom approaches 
the hard sphere exclusion volume b. By setting ;

9 
- b = c)iu - b = 0, it can be determined that 

!b,vdW --+ oo as Cg --+ 0.494. To simplify numerical calculations, for phase-field simulations a 
parabolic approximation was fit to the Helmholtz free energy: 

J"c _ 1 kb( b,eq)2 + 1 kb( b,eq)2 + f . 
J b,chem - 2 v Cv - Cv 2 g Cg - Cg min (14) 

The minimum of the parabolic free energy was set to occur at the minimum of the van der Waals 
free energy, resulting in c~·eq = 0.454, d:i,eq = 0.546. This composition is found along the Vac-Xe 
edge of the Gibbs triangle in Fig. 2. To match the value of minimum of the van der Waals free 
energy, fmin = 9.54 x 109 J/m3 . Because composition in the gas bubbles will generally not deviate 
far from the minimum of the free energy, kt and kg were set by assuming kt = kg and fitting to 
!b,vdW in the range 0.42 < Cg < 0.49, resulting in kt = kg = 9.0 x 1010 J /m3 . 
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Figure 2: Left, the Gibbs triangle representation of composition of the U lattice sites. The corners 
correspond to 100% U atoms, vacancies, and Xe atoms. Along the Vac-Xe edge, no U atoms are 
present, so cg + Cu = 1. Right, the Helmholtz free energy of the gas phase is plotted along the 
Vac-Xe edge using Eq. (13) , with Cg = 0 corresponding to the pure vacancy corner and Cg = 1 
corresponding to the pure Xe corner. 

2.3 lnterfacial energy and parameterization 
In Ref. [19], the grain boundary energies for U0 2 were calculated for a variety of grain boundary 
types and misorientations. Based on these results, the grain boundary energy can be approximated 
as isotropic with a value of CT mm = 1.5 J /m2. T he semi-dihedral angle of a grain boundary bubble 
is determined by the balance of grain boundary energy and bubble-matrix interfacial energy using 
Young's equation. In U0 2, the semi-dihedral angle is approximately 50°, resulting in a bubble-
matrix interfacial energy of CTmb = 1.17 J /m2. The phase-field model is parameterized so that these 
interfacial energies are accurately represented. 

Using the grand potential functional of Eq. (1), the interfacial energy CTai,Bjbetween grain i of 
phase a and grain j of phase /3 is given by [20, 18] 

(15) 

where g( /aif3j) is a dimensionless function of / that in general must be evaluated numerically. 
However, for the special case/ = 1.5, g(/ = 1.5) = ../2/3. Here, we choose the interface between 
any grain i of the matrix phase and grain j of the matrix phase to have /mimj = 1.5. For this 
special case, analytical expressions can be used that relate "' and m to the interfacial energy and 
characteristic thickness lint of the interface [20, 18]: 

6CTmm m = --
lint 

(16) 

(17) 

To resolve the intergranular bubbles, lint is chosen to be 30 nm, and CTmm = 1.5 J /m2, resulting 
in "' = 3.38 x 10- 8 J /m and m = 3.00 x 108 J /m3 . To control the bubble-matrix interfacial energy, 
since K. and m are fixed, the parameters /mibO must be determined to obtain the correct value of 

6 



O'mb, which is assumed to be constant and isotropic. To determine the value of /mibO, using Eq. 
(15), 

O'mb = g(/mibO),,;;:zm, 

O'mm = g(/mimj),,;;:zm, 

Dividing Eq. (18) by Eq. (19), 

Rearranging Eq. (20), 

O'mb _ g( /mibO) 

O'mm g(Imimj) 

( ) ( ) 
O'mb J2 I.l 7 

g /mibO = g /mimj = 1.5 -- = --- = 0.367 
O'mm 3 1.5 

(18) 

(19) 

(20) 

(21) 

A polynomial approximation has been fit to numerical results that allows / to be found as a function 
of g [21]: 

/ = ( - 5.288g8 - 0.09364g6 + 9.965g4 - 8.813g2 + 2.007) - 1 

Using this approximation, / mibO = 0.922. 

2.4 Elastic energy and parameterization 

(22) 

The hydrostatic pressure in the fission gas bubbles is exerted on the surrounding fuel matrix, 
resulting in elastic energy in the fuel. T his elastic energy contributes to Eq. (1) and therefore 
influences microstructural evolution. To incorporate fission gas bubble pressure into the phase-field 
models, an equivalent inclusion approach has been used in the past for simulations of spherical 
intragranular bubbles [ll]. However, the equivalent inclusion approach requires the calculation of 
the Eshelby tensor [22]. T hough this is feasible for ellipsoidal shapes, to our knowledge a solution 
to the Eshelby tensor for the lenticular shape of intergranular bubbles does not exist. T hus, we 
have developed a new approach to including hydrostatic gas pressure in bubbles with arbitrary 
shape, as detailed in this section. 

T he elastic energy contributes to the Helmholtz free energy of each phase, as shown in Eq. (7) 
- (8). fm,el has the usual form for a linear elastic solid: 

fm el = .!_O'~Ei;' , 2 tJ (23) 

where CT'fj is the stress tensor in the matrix and Eij is the strain tensor, defined as 

Eij = .!. (OUi + OUj) 
2 OXj OXi 

(24) 

where 'Ui is ith component of displacement and Xi is the ith coordinate direction. The stress tensor 
for the matrix phase has a linear elastic constitutive law 

m cm O'ij = ijkltkl (25) 

where CrJkl is the stiffness tensor for U02. The components of the stiffness tensor were taken from 
Ref. [23] and are shown in Table 1. 

For the gas phase, we assume it can be treated as a highly compliant solid, as has been done 
previously in phase-field modeling of solid-gas systems [24, 25, 26]. T he elastic energy is given by 

1 b 
fb,el = 2,0'ijEi j 
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The stress field in the bubble phase <7fj is given by the hydrostatic pressure of the gas phase plus 
a small contribution from a linear elastic constitutive law: 

b g cb O"ij = O"i j + i jkltkl (27) 

The contribution from the linear elastic constitutive law ensures that the displacement field does not 
become strongly discontinuous through the solid-gas interface. To ensure that it gives a negligible 
contribution to elastic energy, we set ctkl = 10- 4Cijkl· The stress tensor from the gas pressure <7fJ 
is related to the hydrostatic pressure in the bubble P as 

g {-P i = j 
O"ij = 0 i =f. j (28) 

Although in principle the gas pressure varies with the bubble phase gas composition cg , we assume 
that for intergranular bubbles, Cg will not deviate significantly from its value at the minimum of 
the gas free energy curve in Fig. 2, and thus that P can be approximated as a constant set by 
the pressure corresponding to c~·eq = 0.454. From the data of Ref. [27], at cg = 0.454, P = 465 
MPa. This is close to the experimentally measured intergranular gas pressures reported in Ref. [28], 
validating the approach. 

To solve for the displacement fields, the mechanical equilibrium equation must be solved simul-
taneously with the evolution equations. In the weak form, the mechanical equilibrium equation 
is i Wi,jO"ijdV = 0 (29) 

where the w i is the ith finite element shape function, and wi,j is the derivative of the ith shape 
function in the jth direction. To calculate the stress tensor at each position in Eq. (29), we 
interpolate the stress tensor for each phase using the previously defined interpolation functions hm 

and hb: 
O"ij = hwfJ + hmO"fj (30) 

This scheme, in which the strain is assumed constant between phases in the interface and the stress 
is interpolated as a function of order parameter, has been referred to as the Voight-Taylor scheme 
and has been previously applied in phase-field modeling [29, 30, 31, 32]. 

2.5 Evolution equations 
From the grand potential functional of Eq. (1) , the Allen-Cahn equations for evolution of the order 
parameters can be derived: 

O'f/ai _ Lon --- - --at OrJai 

[ ( 

p~ ) 0~ 3 2 8t = - L m T/ai - 'f/ai + 2T]ai L L /aif3jT/f3j 
f3 j = l ,ai#f3j 

(31) 

where 0~~i is the variational derivative of n with respect to order parameter 'f/ai and L is the 
order parameter mobility, which is general is a function of order parameters and concentration. 
Parameterization of L will be discussed later in this section. 
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To evolve the gas and vacancy concentrations, it will be more convenient to write the evolution 
equations in terms of chemical potentials µv and µ9 and use the chemical potentials as the field 
variables rather than compositions. To enable this, the grand potentials in each phase, Eq. (5) -
(6), must be expressed in terms of µv and µ9 for use in Eq. (31) . For the matrix phase, the relation 
µ = v; 8 f m,che m = v; km(c - cm,eq) can be re-arranged to yield g a 8cg a g g g 

(32) 

Similarly, 
c = ---1!.:!__ + cm,eq v v; km v a v 

(33) 

Eq. (32) - (33) can be used in conjunction with pg = ~ , Pv = {),: , Eq. (5) , (7) , and (10) to obtain 
the grand potential density as a function of chemical potentials rather than concentrations: 

(34) 

Similarly, the grand potential density of the bubble phase can be expressed as 

(35) 

T he evolution equations for µ9 and µv are 

8µ9 = _..!__ [\1 · (D \1 ) + _ ~~ 8p9 O'f/ai] at X gXg µg Sg L.J L.J {}n . at 
g Cl i = l '/Clt 

(36) 

8µv = _..!__ [\1 · (D \1 ) + _ ~~ apv O'f/ai] at vXv µv Sv L.J L.J {) . at 
Xv a i = l 'f/ai 

(37) 

where Xg and Xv are the susceptibilities, D9 and Dv are the diffusion coefficients, and s9 and Sv 
are the source terms for production of Xe atoms and U site vacancies. 

T he source term Sg = s~hm is given by a constant rate of Xe production, s~ , times the switching 
function hm , which has a value of 1 in the fuel matrix and 0 inside the bubble. T his is to limit 
production of new Xe atoms to the fuel matrix in the model. T he Xe production rates~ = FYxe, 
where Fis the fission rate density and Yxe is the fission yield of Xe. Fis estimated to be 1.09 x 1013 

fissions/ (cm3 s) based on typical operating values for a light water reactor [16]. Yxe is taken to 
be 0.2156 based on the thermal neutron Xe yield for U-235 [33]. The vacancy production rate is 
similarly given by Sv = s~hm . s~ is not known, so it is varied parametrically in the ranges~ to 20s~ , 
and the effect of this parameter on grain boundary coverage and grain edge coverage is studied. 

T he susceptibility x describes the relationship between solute density and its chemical potential: 
x = ~ [14]. T his relationship differs based on the phase of the system, so xis interpolated based 
on the local phase using the switching functions ha. For gas atoms, 

(38) 

where x~ = :: and xg = ~~: . Since the governing equations are in terms of the chemical 
potentials, the susceptibilities must also be expressed in terms of chemical potentials, which can 
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be done as follows. Using P;1' = ~ , and substituting for cg using Eq. (32) , x;1' = 8;£ = v;A";' . 
Similar expressions can be derived for x~1, xt , and xt, resulting in 

1 1 
Xg = hmV2km + hbV2kb 

a g a g 
(39) 

1 1 
Xv = hmv2km + hbv2kb 

a v a v 
(40) 

T he diffusion coefficient for Xe, Dg , was set to 0.1 nm2 /s based on experimental measurement 
in stoichiometric U02 [34]. T he diffusion coefficient for U vacancies, Dv, was set to the same value. 

T he governing equations are non-dimensionalized using length scale l* = 1 nm, time scale 
T* = 0.1 s, and energy density scale E* = C1212 = 64 x 109 J / m3 . Finally, we describe the 
parameterization of the order parameter mobility L. In the simulation configuration used, the 
grain boundaries between fuel matrix grains are static, and the change in microstructure is only 
due to the motion of matrix-bubble interfaces. We therefore use a constant L for all interfaces, and 
set L throughout based on the matrix-bubble interfaces. We assume that the motion of the bubble-
matrix interface is limited by diffusion, and thus set the non-dimensionalized order parameter 
mobility L high enough that interface motion was diffusion-limited. L = 0.1 was chosen based on 
the fact that further increases did not result in changes to the microstructure. To convert this to 
a dimensional value, since the dimensions of L are volume/( energy x time), L = E~T* . This is 
equivalent to a dimensional value L = 1.56 x 10- 11 m3 /(J s). 

T he non-dimensionalized governing equations were discretized using the MOOSE framework [15]. 
Hexahedral 3D mesh elements with linear Lagrange shape functions were used for spatial discretiza-
tion. Mesh adaptivity was used, with three levels of refinement and a minimum element size of 
b.x = b.y = b.z = 10 nm. Periodic boundary conditions were used in all directions. T he second-
order backward differentiation formula was used for time integration, and adaptive time stepping 
was used with the MOOSE lterationAdaptiveDT time stepper, with eight optimal nonlinear itera-
tions and an iteration window of two. 
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Parameter Value 
T 1200 K 
Va 0.0409 nm3 

Ei 3 eV 
Ei 3 eV 
c~·eq ( intergranular) 0.3924 
c':i,eq ( intergranular) 0.6076 
k~ = k:;1' 4.81 X 1011 J /ms 
kt = k~ 9.0 X 1010 J /ms 
fmin 9.54 X 1011 J /ms 
K, 3.38 x 10- 8 J /m 
m 3.00 X 101S J /ms 
/mimj 1.5 
/mibO 0.922 
CTI:n 395 GPa 
CTI:22 121 GPa 
CTI12 64 GPa 
p 465 MPa 
F 1.09 x 1013 fissions/ ( cm3 s) 
Yxe 0.2156 
so 'a 2.35 x 1012 atoms/(cm3 s) 
Dg 0.1 nm:.i/s 
Dv 0.1 nm:.i/s 
L 1.56 x 10- 11 ms /(J s) 

Table 1: Parameters used for phase-field simulations. 
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3 Phase-field Simulation Results 

3.1 Initial Conditions 
To simulate the growth of grain edge and grain face bubbles simultaneously, a grain structure 
with both grain boundaries and triple junctions is required, and a 3D domain is required for triple 
junctions. However, this must be balanced against the need for a simulation domain small enough 
to be computationally tractable. To balance these requirements, a 2D periodic structure of four 
uniform hexagonal grains in the x-y plane is extended in the z-direction. This structure has eight 
triple junctions parallel to the z-direction. Because all grain boundaries are fl.at , this configuration is 
metastable with respect to grain growth, allowing the evolution of fission gas bubble microstructure 
to be studied independently of grain boundary motion. 

T he hexagons in the grain structure in these simulations have an edge-to-edge distanced of 0.6 
µm. T his is smaller than the typical grain size of,...., 5 µmin U02 in commercial LWRs. However, 
assuming that the areal density NA of fission gas bubbles at the early stages of bubble formation 
is approximately 20/µm2 [6]), the characteristic spacing between bubbles isl = I/.,/NA = 0.224 
µm, smaller than the grain size. This configuration is therefore large enough to allow a reasonable 
number of bubbles to be placed on the grain boundaries and grain edges, and to allow the growth 
of grain face bubbles onto grain edges to be simulated. The size of the simulation domain in the 
x , y, and z directions is defined as Lx , Ly, and Lz , respectively. Lx = 2d = 1.2 µm for the 
hexagonal geometry. It can be shown that for the uniform hexagons, Ly = ../3Lx/2 = 1.04 µm. 
Lz is chosen to be 0.48 µm. T he grain boundary area for this configuration without bubbles is 
Aas = 2../3LxLz = 2 µm2 . Based on NA = 20 µm2 , 40 bubbles are placed on the grain boundaries 
in the simulation initial conditions, and one grain edge bubble is placed. T he bubbles in the initial 
conditions are spherical with a radius of 44 nm; at the beginning of the simulation, the bubbles 
rapidly equilibrate to their expected lenticular shape. 

3.2 Microstructural evolution 
The evolution of the microstructure for a simulation with s~ = 5s~ is shown in Figure 3. Grain 
boundaries are shown in semitransparent blue, and fission gas bubbles are shown in yellow. In 
the early stages of evolution, grain face bubbles have begun to take the expected lenticular shape, 
as seen in Fig. 3a. T he shape of grain edge bubbles is approximately triangular in cross-section 
and begins to expand along the z-direction. A few bubbles have begun to coalesce. As time 
progresses, grain face bubbles grow and more coalescence occurs, see Figure 3b - 3c. The grain 
boundaries remain in their initial metastable configuration, as expected. The grain edge bubble 
begins to elongate along the z-direction, beginning the process of grain edge tunnel formation. In 
Figure 3c, it can be seen that grain boundary bubbles that were initially close to a grain edge 
grow preferentially toward and onto the grain edge, demonstrating a mechanism that causes grain 
edge coverage to increase more rapidly than grain boundary coverage. At the end of the simulation 
time, 1157 days (Figure 3d), the grain edges have been completely covered by gas bubbles, while 
the grain faces are 62% covered by bubbles. 

3.3 Grain boundary coverage and triple junction coverage 
The grain boundary coverage and the triple junction coverage were calculated as a function of time 
from the phase-field simulations. T he grain boundary coverage Xcs is defined as the projected 
area of the bubbles onto the grain boundaries, Ab, divided by the original grain boundary area of 
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(a) 25 days (b) 275 days 

(c) 586 days ( d) 1157 days 

Figure 3: Evolution of microstructure with s~ = 5s~. T he grain boundaries are shown in semi-
transparent blue and the gas bubbles are shown in yellow. 

the hexagonal grain configuration in the absence of bubbles, AcB· The trijunction coverage Xr J 

is defined as the projected length of the bubbles onto the trijunctions, Lb, divided by the total 
length of the trijunctions, which for this configuration is equal to 8Lz . XcB and Xr J are plotted 
as a function of time in Figure 4 for vacancy source strengths of s~ = s~, 5s~, and 20s~ . (The 
microstructural images shown in Figure 3 correspond to the data in Figure 4c - 4d.) 

Comparing the results of Fig. 4a-f, there is a rapid increase in grain boundary coverage at very 
early times for all vacancy source strengths considered. This occurs as the spherical bubbles in 
the initial conditions rapidly take their expected lenticular shape by expanding along the grain 
boundaries. T he initial trijunction coverage does not increase as rapidly in the early stages, due to 
the different morphology of the trijunction bubble. However, within a relatively short time after 
this initial transient, trijunction coverage begins to increase faster than grain boundary coverage. 
This is due to two effects. The first is the growth of grain boundary bubbles toward grain edges, 
as discussed in Section 3.2. The second is that vacancies and gas atoms will preferentially migrate 
toward grain edge bubbles rather than grain boundary bubbles due to their flatter interfaces and 
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therefore lower chemical potentials. For the lowest s~ considered, s~ = s~, the trijunctions are not 
fully percolated (Xr J = 1) at the end of the simulation. However, for s~ = 5sg ands~ = 20sg , the 
trijunctions become fully percolated. 
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Figure 4: Evolution of grain boundary coverage and trijunction coverage as a function of time, for 
varying vacancy source strength s~ . (The microstructural images shown in Figure 3 correspond to 
the data in Figure 4c - 4d.) 
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4 Discussion 
An important question to consider from these simulations is how they can inform the fission gas 
release criteria used in BISON. In BISON, gas release occurs as soon as Xcs = 0.5, and there is 
no consideration of the need for a percolated path to the surface [13]. This criteria is based on 
observations of Xcs from experiment [6], and is consistent with the trends observed by Millett et 
al. [8], who found with phas&field simulations that the fraction of grain boundaries that was vented 
increased sharply in the range 0.4 < Xcs < 0.6. Figure 4 shows that Xr J does not reach 1 before 
Xcs = 0.5 for any of the vacancy production rates considered, meaning that the triple junctions 
do not become percolated before the grain faces. However, this is not consistent with experimental 
observations [l ]. This discrepancy may be due to the fact that the probability of nucleation of 
grain edge bubbles relative to grain face bubbles has not been adequately considered in the initial 
conditions of these simulations. This is due to the lack of data, experimental or computational, on 
the number density of grain edge versus grain face bubbles for any burnup. To definitely conclude 
whether the BISON fission gas release criteria should be revised, a method to estimate the number 
of grain edge bubbles for the given number of grain face bubbles in the initial conditions should be 
developed in future work. 
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5 Conclusions 
Fission gas release has potentially negative consequences for fuel performance in light water reactors. 
To gain an improved understanding of the processes leading to fission gas release, a phase-field model 
has been used to simulate the growth and interconnection of grain face and grain edge bubbles in 
U02 fuel. T he phase-field model is based on a grand-potential functional and allows simulation 
of multiple grains of fuel and the bubble phase. The solid phase free energies are based on an 
ideal solution model, while the gas phase free energies are based on the Helmholtz free energy of 
a van der Waals gas. Parabolic approximations are used for the bulk free energy of each phase. A 
new approach is developed to include the hydrostatic pressure of the gas phase on the surrounding 
fuel matrix by adding a constant extra stress dependent on the hydrostatic pressure in the bubble. 
Source terms are used to include the production of fission gas atoms and the net production of 
vacancies. This effort represents the most physical model of fission gas bubbles developed to date. 

T he model is used to simulate the growth of grain face and grain edge bubbles in a hexago-
nally periodic geometry. The source strength representing the net vacancy production was varied 
parametrically since its value is unknown. The grain face bubbles have the expected lenticular 
shape, while the grain edge bubbles have an approximately triangular cross-section. Grain bound-
ary bubbles that were near grain edges in the initial conditions grow preferentially toward the grain 
edges and thus become grain edge bubbles. The grain boundary coverage and trijunction coverage 
were calculated and plotted as a function of time. Although the grain boundary coverage increases 
rapidly at very early times, soon after, trijunction coverage begins to grow more rapidly than grain 
boundary coverage. At the end of the simulation time, for the higher vacancy source terms, the 
grain edges are completely percolated. 

Ultimately, the objective of this work is to inform the fission gas release model used in BISON. 
Currently, BISON tracks grain boundary coverage, and allows all gas within a local volume element 
to be released when grain boundary coverage exceeds 0.5. The phase-field model developed in this 
work provides a means to validate or refine this criteria. In the current simulations, the trijunction 
coverage reaches 1 after grain boundary coverage reaches 0.5. However, due to lack of data, the 
phase-field simulations in this work did not employ initial conditions with a physically justifiable 
number of grain edge bubbles. In future work, a physically-based estimate of the number of grain 
edge bubbles in the initial conditions will be developed. T his will allow definitive conclusions to be 
made about the assumptions in the current fission gas release model. 
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